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ABSTRACT

In this paper, a method for dynamic dustering of agents is
presented. The needls, the mnstraints and the particularities
of thiskind of clustering are presented. It is then shown that
standard clustering methods are not suited to theses
congtraints. Shared requirements with clustering methods for
data streams are presented. Then a multi-agent architedure
supparting dynamic dustering of agents and satisfying most
of these requirements is described. This architedure wuples
an ants algorithm with cluster agents helping ants to
converge more quickly. This architedure is being used in a
complex multi-agent system whase goal is to help to manage
industrial risks.

INTRODUCTION
Why Clustering Agents ?

The work presented in this paper takes placein the cntext of
the aitomatic analysis of an agents population with explicit
and/or implicit organizaions. Explicit organizaions are
staticaly defined during the design of the system, as in
Aalaadin model (Ferber and Gutknecht 1998 with groups
and roles. On the mntrary, implicit organizations appea
during the system execution. As a mnsequence, eat agent
may interad with other agents acwording to these
organizaions. Moreover, eat agent is sipposed to maintain
a set of variables which refled its current internal state. For
example, these variables can represent the number of its
communicdions, its reinforcement value (for ea-agents
(Ferber and Jacopin 1991) or agents with leaning
cgpabiliti es), or its position in a situated environment (e.g.
Ants (Lumer and Faieta 1994). In the sequel, these
variables will be cdled measures. The definition and the
choice of these measures is another research problem which
isnot studied in this paper.

The problem we ae interested in is to anayze ad extrad
information about the global behavior of the agents
population wsing the population description and the aents
measures. More predsely, our goal isto huild tods alowing
to charaderize the global state of the population instead of
the different agents gates. This problem is often encountered
when developing multiagent systems, espedally using multi-
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layers architedures like in (Marcenac 1997). Indedl, these
different layers are usually used to reason on the problem to
solve & different abstradion levels. The global state of ead
layer often represents a particular abstradion of the problem
to solve. In order to alow the higher layer to reason about
this abstradion, this global state must be summarized and
reified. In other words, the problemis to establish abijedion
between the nealed abstradion and the agents population
representing this abstradion using a daraderization of the
global state of this agents population.

This problem must also be solved when a multiagent system
requires a scde change. For instance in (Bertelle & 4a.
2000), a multiagent system is used to represent a fluid flow,
like rivers. In this context, ead agent represents a fluid
particle interading with agents (particles) which are in its
neighborhood In this kind of system, it is metimes useful
to perform a scde change in order to reify structures
corresponding to sets of particles which are in particular
interadions, like an eddy of water for example.

Charaderizing the global state of an agents population can
be performed by representing this population in terms of
structures. These structures can be defined by situating each
agent by comparison with the others using their measures.
As sid before, ead agent gives information about its
internal state by a set of measures. But measures of an agent
can only be interpreted comparing them with the others. This
comparison can be used to determine agents groups
composed of agents sharing similar values of measures. In
some caes, these groups can represent impli cit organizaions
built by the multi agent system itself during its execution.

To adhieve this groups detedion, we propose to use dynamic
clustering tedchniques. In the following paragraph, what we
mean by dynamic dustering of agents is presented and
compared to standard clustering.

Clustering Agents: Difficultiesand Constraints

Clustering (Kaufman and Rousseeuw 1990 a set of objeds
consists in finding clusters of objeds in this st. A cluster
represents a set of objeds which are considered to be similar.
This gmilarity between objeds depends generaly on a
distance between objeds attributes, each objed being
represented by a vedor of attributes. So, standard clustering
algorithms dart from a set of objeds to produce aset of
clusters. Applying clustering techniques to a set of agents



implies to spedalize the notion of objed. In this context, an
objed isthe vedor of an agent's measures. But agents evolve
continuously during the system execution. This property
strongly modifies the dustering context in two ways :

1. the cadinal of the set of objeds to cluster can often
change. Indeed, agents can appea or disappea during
the dustering process

2. objeds already clustered can be modified as their
corresponding agents evolve.

So, a dynamic and incremental clustering method is needed
in order to modify cleverly the set of obtained clusters  that
they can be the more acurate a possble with resped to the
agents population state. Standard clustering methods can not
suppart this kind of property because they suppose the set of
objeds to cluster to be defined at the beginning. A few, like
k-Means algorithm (Jain and Dubes 1988, are incremental
ones. This means that when clusters are obtained, a new
objed can be dustered by seaching the duster whose
gravity center is the nearest from the point representing the
new objed. Even if this mechanism is useful for our
problem, it is not enouch. Indeed, in our context, the
algorithm must also be &le to crede, destroy or modify
clusters acmrding to the objeds evolution. More dynamic
algorithms used for data streams clustering (Barbara 2002)
med part of these requirements. These requirements and
algorithms are shortly presented in the next section.

Ancther constraint our clustering method must satisfy is to
allow an easy integration in a multiagent environment. This
set of constraints led us to consider clustering algorithms
based on ants agents (Lumer and Faieta 1994). As it is
presented in this paper, the main advantages of this kind of
algorithms are to be dynamic and agentified, which satisfies
our constraints. Unfortunately, these dgorithms do not
converge quickly enough in most cases. That's why we
propose to add new agents to the ant mechanism whose main
goal isto optimizethe mnvergence

The next sedion deds with the ants algorithms principles
and details their advantages and dsadvantages. It aso
describes requirements and algorithms for data streams
clustering. It finally presents a particular ants agorithm
cdled AntClass(Monmarché 2000; Monmarché & al. 1999
combining both ants and a second clustering algorithm (k-
Means algorithm). Sedion 3 finally describes our propcsal,
partially based on AntClass.

EXISTING ALGORITHMS
Traditional Algorithms

Many algorithms were proposed to cluster data. Various
criteria can be used to compare them (cost, convergence
relevance of the results...). The disadvantage of these
methods is to operate on a set of static data. In our case, the
data ae evolutionary. They charaderize dements of an
agents organizaion which can appea, disappea or change.
The ants algorithms sem to be more suited to this kind of
problem.

Ants Algorithms

From the observation of ants, many reseach have dlowed to
better understand their behavior , like brood sorting or
cemetery organization. (Deneubourg et a. 1990. From this
analysis, clustering algorithms using ants agents have been
defined.

Clustering is based on a kind of aggregation phenomenon.
The basic mechanism underlying this phenomenon is an
attradion between objeds mediated by ants. clusters of
objeds grow by attrading ants to deposit more objeds. To
obtain coherent groups, a measure of dissimilarity between
objeds must be used (Lumer and Faieta 1994).

These dgorithms have some disadvantages, espedally as far
as the number of clusters is concerned. Indedal, they can
build too much clusters. Moreover they often leave isolated
objeds which are not clustered. As a mnsequence, their
convergence is often slow. On the other hand, this kind of
algorithm seems to be promising to take into acount the
evolution of data neeled in our problem. Indeed, their
behavior gives a kind o “dynamic” property to the
clustering agorithm. For instance this algorithm gives a
simple way to processnew data : they just need to be placed
on the ants grid asif they were initial data. Moreover, as ants
always move, data evolution inside an existing cluster can be
taken into acount by an ant visiting the duster. This ant will
seethe duster evolution as a building error and will try to
put too dsdmilar objeds elsawhere. As it will be presented
in the sedion focusing on AntClass, ants algorithms provide
potential basic mechanisms to processdynamic data. All the
problem is to find complementary mechanisms in order to
provide agood convergence

Clustering Data Streams

In alot of applicdions, it is necessary to highlight structures
in data sets which are evolutionary. These kind of data sets
are cdled data streams. This is the ase, for example, in the
ohservation of weaher data, the observation of traffic, the
monitoring of a set of sensors, the evolution of an epidemic.
The dustering of agents shares common charaderistics with
these gplicaions. The calenge is to design agorithms
which can deted structural changes in data. Such dynamic
clustering methods are proposed in (Barbara and Chen
2000; Guha @ al. 2000

Conditions to evaluate these methods have been studied
recently (Barbara 2002). The compadness of representation,
the incremental procesing of new data, and the
identification of new data which can trouble the current
clustering model, are major constraints. The requirement of
compadness is obvious. In the @mntext of agents clustering,
the number of agents is not intended to always grow that’s
why thisrequirement is stisfied. The incremental processng
requires to avoid an exhaustive cmmparison between a new
data and all data dready clustered. It also requires to place
the new data quickly (linea cost). The ats agorithm
satisfies the first condition but not the second one. The last
requirement means that new structural tendencies can
appea: new clusters can appea, some dusters can
disappea. This requirement neals to enrich the ats
algorithm by complementary techniquesin order to off set the
slow convergence of ants.



The principle of our approac is to keg ants for their
dynamic charaderistic and to give to clusters they build the
cgoadty to read. The aent approadh is the best way to
alot to them such a behavior. The next sedion describes
AntClass agorithm which is an ants based algorithm. A part
of this algorithm is used as a basis for our approach
presented in the last part of the paper.

AntClass

AntClass (Monmarché & a. 1999; Monmarché 2000 is an
ants-based algorithm which couples ants with a more static
algorithm : k-Means. The main idea of this algorithm is to
offset ants ladk of convergence using a second algorithm
which is static but gives good results when starting from
relevant initial data partitions. As a onsequence, the result
produced by ants is used as a starting point for k-Means
algorithm. More exadly, AntClass works in four steps. the
first and the third steps are based on ant methods, the second
and the fourth are based on k-Means.

In the first step, ants are used to produce initial clusters of
data. At the beginning, data ae randomly placed on a grid.
Ants are moving randomly on this grid with a probability to
change their diredion. They are &le to cary objeds (data)
and to put them on hegps. At the end of this process an
objeds heg corresponds to a duster. When an ant carries an
objed and when it moves on a cdl containing a hea, it uses
the canter objed of a heg Oqver @nd the Euclidean distance
d(O,Ocener) to compare it with its caried dbjed Ocqrieg. If
this distance is lower than a mnstant value, the ait puts
Ocaries ON the heg else it moves again on the grid. A caried
objed is always dropped after a given iteration number.
When an ant visitsaheg and if it doesn’t carry any objead, it
seaches the objed Oyssm Which is the farthest from the
center of this heg. If  d(OcatersOdissm) = Tremover it CaChes
Ogissm With a given probability. If an ant moves on a cél
containing only one objed, this one is taken under a given
probabili ty.

Thisfirst step allows to build afirst set of clusters but has the
common disadvantages of ants algorithms : the mnvergence
difficulties. Indeed, isolated oljeds can be let on the grid
even after a grea number of iterations. Moreover, too much
clusters are generally produced.

The second step aims at improve the result produced by the
first step using k-Means. This algorithm neeals initial
partitions of data given by the previous dep. This dep
alows to relevantly corred and complete ants initial work.
But it generally produces atoo kig number of clusters. That's
why ants are used again in athird step in order to reduce the
number of clusters by clusters fusion.

In the third step, an ant carries a hegp instead of an objed. In
order to doit, hegs are represented by their center objed.
So, an ant caries a heg Hcarieg and the Euclidean distance
used is d(ocmter(Hcaried)aocmter(Hvisited))- If this distance is
lower than a @nstant value then the two hegps are fused. As
in the first step, a heg is always dropped after a given
number of iterations. That's why some hegs are not
necessarily fused even if they should be.

In order to corred and complete the previous result, k-Means
isused again in a last step. This time, the dgorithm works
only on hegs (they are seen as data) and tries to cluster
hegps.

This agorithm is proved to give good results on static data
(results are given in (Monmarché & al. 1999). AntClassis
not initially intended to work with dynamic data or data
streams. In (Coma 2002, the ants part of AntClasshas been
evaluated on dynamic data. The @nclusion is that data
evolution can be taken into acount but convergence
problems already mentioned are reinforced. Nevertheless,
the ideaused in AntClassconsisting in coupling ants with a
seoond algorithm seems to be a good way to solve this
convergence problem. Unfortunately, AntClass authors have
chosen k-Means. This algorithm gives good results but, even
if it is incremental, it is not dynamic. That is to say data
processed by this agorithm nust be defined at the
beginning. New data can only be processed by pladng them
in existing clusters. It does not suppart clusters evolution.
Moreover, with continuously evolving data, the second
algorithm should be launched frequently (not only twice). It
is very difficult to find criteria in order to determine when
using it and how to combine new results with old ones.

As a wmnsequence, in our approach, we have dosen to
couple aapted ants agorithm of AntClass with a more
dynamic layer based on cluster agents presented in the next
sedion.

OUR APPROACH

This sdion presents a multiagent architedure for agents
clustering. This architedure wuples ants with a secmnd
agents layer cdled cluster agents. This architedure dlows to
cluster evolving data coming from agents properties included
in an observed population. From an agent paoint of view, this
architedure must provide an abstradion of the observed
agents population in terms of data dlowing to perform the
clustering. It also must provide a“red time” representation
of the dusters corresponding to the current global state of the
observed population. From the dustering point of view, this
architedure must allow to manage data which can be
modified, disappea or be added over time.

Figure 1 shows the propcsed architedure which consists in
five main components :

- the observed agents population
- the Observer agent

- Ants

- Cluster agents

- The objedslist

The next sedions describe the different components of this
architedure. The last one shows how this propcsal can
answer to requirements associated to data stream clustering
(presented previoudly).

Observed Agents Population
The agents of this population can be any kind of agent. The

only hypothesisisthat they must provide aset of measures to
be observed. These measures are supposed to summarize a



state arresponding to a cetain point of view on the agents
of the observed population.

Observer Agent

The goal of this agent is to scrutinize the agents population
to okservein order to build a set of datato cluster. A data (an
objed) is made of the set of measures provided by eadh
agent to olserve. These data ae put together in an objeds
list. Each time an agent is creaed, the observer agent must
crege anew data @ntaining its measures and add it to the
objeds list. If this agent's measures change, the observer
agent must also take this evolution into acwmunt by
modifying the @rresponding objed in the objeds list. The
observer agent represents an information gateway between
the observed agent layer and the dustering layer.

Ants

They are central in the dustering process Their behavior is
adapted from those of AntClass The main difference
concerns their motion. In AntClass data ae put on a grid,
ants move on this grid that's why clusters are dso built on
this grid. In our architedure, data ae put in an objeds list
and clusters are represented by cluster agents. That's why
ants move dong the list to pick up an objed or move inside
the duster agents organizaion to add an objed to a duster.

observed agents popuplation

Py

in ant

Chiects List

/' eluster agents population

Figure 1 : System Architedure

In“AntClass’, it is possble that ants dont move on the good
heg for their objed (becaise of random). Therefore, an ant
drops automaticdly its objed in an empty cedl after a given
number of iterations. It explains that some data ae not
always placed in the good cluster. That explains partially the
convergence problem. In order to reduce this phenomenon,
our ants must visit all existing cluster agents before dropping
their objed. Moreover, dropping an objed in an empty cdl

consists here in creding a new cluster agent containing this
objed. Ants move & random among cluster agents.

Ants Motion

Each ant begins by picking up a random objed in the list.
Then the aat moves inside the duster agents population in
order to try to drop this objed in a “good cluster” agent. As
long as an ant has an objed, it moves only inside the duster
agents population. After having \isited the different cluster
agents, if ant has not already dropped its objed, it credes a
new cluster agent.

When an ant visits a duster agent, it verifiesif it is posgble
to add its objed to the crresponding cluster. This
verification is made using a distance measure like in
AntClass. After its caried objed has been dropped, the at
can come badk to the objeds lists in order to choose anew
objed to cluster.

Cluster Agents

A cluster agent represents a duster (a set of objeds) and its
goal isto verify the relevance of its cluster. First of all, when
an ant dropsits caried dojed in the duster of a duster agent
CA, CA must update the value of the duster center.
Moreover, it has to deted objeds (data) evolution. If an
objed beomes too dfferent from the duster center, the
cluster agent must rejed it in the objeds list and update the
cluster center again. This mecdhanism all ows to set up a kind
of competition between ants and cluster agents. This
competition must help to improve the global convergence of
the dustering.

To evaluate if an objed is too dssmilar from the duster
center, the duster agent uses a distance measure and a
dissmilarity threshold like in k-Means used by AntClass.
The purposeisto kegp a“goodcluster”, that is to say it does
not include too dsdmilar objeds. Let Dy, be the minimum
distance between the duster center and a duster objed. The
cluster agent must always verify that :

i, d(0;,0¢) < Dy With
o, : thei™ cluster object

o.. the duster center.

Cluster Agent Birth and Death

When an ant can not drop its objed in existing clusters, it
must creae anew cluster containing this objed. This new
cluster agent has a limited life time. Inded, if it doesn't
recave aty new objed during a too long period o if it
rejeds too much objeds during the same period, the cadinal
of its corresponding cluster becomes too small. In this case,
the duster agent dies. This all ows to take into acount data
evolution making some dusters non relevant anymore.
Moreover, just before dying, a duster agent rejeds the
objeds of its cluster in the objeds list. This mechanism
allows ants to build new clusters more representative of the
new data or the new state of datainduced by the evolution of
the observed agents population.



The ObjedsList

The objeds list alows to store non clustered oljeds. Two

kinds of objeds can be found in thislist :

- objeds corresponding to new agents which have never
been clustered.

- objeds which have been rejeded from their initial
cluster by cluster agents.

This gructure dlows us to manage both new data arival and
data evolution.

Discusdon and Analysis

We have defined a multi-agent clustering method all owing to
cluster evolving data arresponding to properties of agents
belonging to an observed popilation. Clusters are
represented by cluster agents which evolve with data, taking
into acoount their evolution. Ants are used to cluster new
data or move rejeded data in new clusters. Cluster agents
and ants are in a competiti on processfrom which can emerge
a relevant clustering of the aurrent data representing the
global state of the observed agents population.

In (Barbard 2002), Barbara has defined three requirements
for data streams clustering algorithms (see sedion on this
subjed). Our problem is not so far from the data streams
clustering problem so it is interesting to see how our
approadh med these requirements.

The first one is the cmmpadness of data axd clusters
representation. For data, it depends entirely on the kind of
properties observed in agents. Clusters are represented by
their center point. Moreover, their behavior ensures a
controlled increase of their number. Indedd, if the cadinal of
their corresponding cluster stays too small, they die.

The second one is a fast incremental processng of new data
points. Our own problem requires more than that : a fast
incremental processng of new data points or old data points
modifications. The task of ants ensures an incremental
processng, taking easily new data into acwount. Data
evolution is deteded very quickly thanks to the data rejed
mechanism of cluster agents. Nevertheless, in order these
evolutions to be processed quickly, it requires that ants place
the rejeded data in new clusters quickly too. This is not
always ensured. However, as ants do not move on a grid but
on an objeds list, we @n think that rejeded objeds will be
found by ants more quickly than in AntClass

The last requirement is the identificaion of outliers. An
outlier is a new data (or in our context an evolving data)
which can not be placal in any existing cluster. These data
are procesed by ants when trying to put their objed in a
cluster. In order to achieve this task, they visit ead cluster
until they have found a satisfying cluster. If it is not the case,
they creae a new cluster agent. In that case, the objed
corresponds to an outlier. These outliers can be of two
kinds: new data never clustered o rejeced data dustered
before. Indeed, if a duster agent does not include enough
data during a too long period, it dies. This corresponds to a
part of outliers detedion.

CONCLUSION

In this paper, a multi-agent architedure for agents clustering
has been presented. This architedure is based on an ants
algorithm coupled with a duster agents layer helping ants for
the global convergence of the dustering method. After
having presented the needs for agents clustering and the
asciated constraints, we have presented a review of
clustering methods suitable to this context. Methods based
on ants appea to be the most interesting ones. That's why, as
in AntClass we have chosen to couple an ants algorithm
with a second agents layer.

This architedure is currently being implemented and the
validation of the dustering method is beginning.

This architedure is currently used in a preventive monitoring
multi-agent system. projed (Boukachour et al. 2002. The
goal of thiskind of system isto offer to managers the more
relevant information as posshle &out the arrent situation in
order to take good dedsions. In this context, the aents
population to olserve represents different pieces of
information about the analyzed situation. Information are
obtained by interadions with users, by queries on multiple
databases and by sensors. This explains that this agents
population may contain redundant or useless pieces of
information. As the situation evolves, the rresponding
agents modify themselves. We try to use our dynamic
clustering architedure in this context in order to oktain a
synthesized view of the important points of the situation in
order to be able to compare it with similar older situations.
This synthesized view must alow to focus on only highly
relevant information so as to find the best similar situations
which will provide the basis for the dedsions to take.

In the future, we think to complete the duster agents
behavior so asto all ow clusters fusion or division. Moreover,
their rejed mechanism could be perhaps improved using
fradal dimension of clusters asit is proposed in (Barbara and
Chen 2000 (instead of the distance measure from the duster
center as in k-Means). Indedl, in the Fradal Clustering
Algorithm, each cluster has a frada dimension which is
updated for ead rew data. A new data is put in the duster
whase variation of this fradal dimension isthe smallest. This
algorithm seems to give good results for data streams. As a
conseguence, it should improve dusters agents work.
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